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Abstract. This work presents a new method to dscriminate face from nonface images using Fourier
descriptors. The first step of our approach consists in applying a horizontal edge detedion filter in the inpu
image, followed by the extradion d a 1D signal from the computed edge map. Then we cdculate the Fourier
descriptors from this sgnal and classfy the image using statisticd classfiers. In order to improve our results,
we gplied a fedure seledion algorithm. Preliminary performance asessment results have shown that this
approadh is superior than traditional transform based methods. Besides, these results $howed that our method

might be used to develop afast facedetedion system.

1 Introduction

Human face detedion is an adive reseach areain the
computer vision community, with important applications
in automatic face reaogntion, visua surveillance and
man-machine interfaces. Furthermore, a very rich
literature on bologicd faceremgrition can be found de
to the importance of this task for humans and daher
animals.

Among a large number of proposed techniques, we
can cite the work of Rowley, Baluja and Kanade [1],
which uses a neurad network to perform frontal face
detedion. Sungand Poggo [2] also presented a technique
for locating verticd frontal views of human faces, with an
example-based leaning approach. These gproaces
provide goodresults, but, like the mgjority of the methods
of the literature, their computational cost is very large,
being nd suitable for red-time facedetedion.

Recatly, the work of Wu, Chen and Yadida [3]
described an effedive method to deted faces in color
images based on the fuzzy theory. Anacther color-based
approach to deted and to tradk faces is described in the

work of Feris, Campaos and Cesar [11]. These @lor-based
approaches are dficient with resped to red-time
processng. But they are not robust to presence of lots of
skin color objeds nea the face in the image. Further
problems of this approach include the fad that color
images involves larger data sets than gray scde images
and that the most of seaurity systems use gray scde
camerasinsteal of color cameras.

In this paper, we propcse a new method to
discriminate face from nonface images using Fourier
descriptors. The preliminary obtained results are very
promising, showing that we can use our approach to
perform atask such as facedetedion, by slidingawindowv
a different image locaions and scdes, or by deteding
skin-color blobs, i.e., face cadidates.

In order to discriminate facefrom nonfaceimages,
we have used Fourier descriptors, an effedive technique
to perform shape analysis, which has been succes<ully
applied in a large number of different problems (seethe
paper of Zahn and Roskies [4] for further information).
Basicdly, given an image to be dassfied as faceor non
face we first apply a horizontal edge detedor, followed
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by the extradion d a 1D signa from the computed edge
map. We then cdculate Fourier descriptors from this
signal and classfy the image using the Fourier descriptors
to form a fedure vedor. Preliminary results $rowed that
our approach might be very useful to develop a fast and
robust facedetedion system, mainly because only a few
coefficients have been uwsed in the dassficaion. To
improve our results, we gplied a feaure seledion
algorithm based on a seach method poposed recantly,
and wsing, asthe aiterion function, the performance of the
minimum distanceto the prototype dassfier.

The remainder of this paper is organized as foll ows.
Sedion 2 dbescribes the dasdficaion method and the
assessng experiments, while Sedion 3 pesents the
experimental results. Finally, in Sedion 4 follows a
conclusion, where we aldressfurther reseach dredions.

2  Thefacenon-facediscrimination method

The experiments caried ou in order to investigate the
propcsed techniqgue ae summarized schematicdly in
figure 1. The basic idea of the proposed approach is to
extrad a 1D signal from the horizontal edge map and to
charaderize the face patterns by a set of Fourier
descriptors extraded from this sgnal. The obtained
feaures have been evaluated by training a statisticd
clasdfier and classfying a test set in order to oktain the
clasdficaion acaragy. In order to improve the system’'s
performance, it was applied a feaure seledion algorithm
over the Fourier coefficients. Each step is described
below.

2.1 Facedatabase formation

A set of 219 amost upright faceimages and d 219 non
face images has been used. The images do nd present
necessrily the same illumination condtions becaise
different face databases that can be foundin the Internet
have been merged.

Some images creaed for our database have dso
being included. The latter images have been aayuired
using a FujifilmDX-7 dgital camera, with resolution d
640 X 480 pxels. The images have been hand-cropped so
that only eyes nose and mouth are taken into acourt. The
faceimages database and the pictures considered have the
property that al the obtained face cops are larger than
128 x 128 xels. An exampleis shownin figure 2.

2.2 Non-facedatabase formation

The nonface image database has been creaed by
randamly seaching for images in the WWW. A vision
reseach software environment, cdled Synergos, has been

implemented (see[5]), which includes computationa tods
for searching and storing WWW images.

Synergos includes a web-worm-like robat that makes
the accesto HTML documents, i.e. that implements the
http protocol in order to exchange data with WWW
servers. The resources that Synergos may extrad by
pasing a HTML document include other HTML
documents, downloadable files, images, ftp links, emails,
newsgroups and so on An important feaure of this
approac is that the nature of the obtained images vary a
lot, for the seach engine navigates throughmany dff erent
web pages depending ony on the hypertext structure (i.e.
the URL's of the visited page).
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Figure 1 Genera overview of the experiments
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Oncethat a WWW page is visited, the Synergos gets
the images therein. In order to namali ze the database, the
following procedure is adopted: Synergos sleds only
images larger than 256X 256. Then, it chooses randamly
ablock of size256 X 256from the seledted image and this
block is dored in the database. In order to verify that no
faceimage has been seleded, a human operator examines
the database (though images that present faces, among
other fedures, are dlowed).

(b)

Figure 2 Inpu image obtained with a digital camera
(a) and itsrespedive aopped faceimage cntaining orly
eyes, nose and mouth (b).

2.3  Sizenormalization

All images from both databases are normalized with
resped to size, so that al images are 128 X 128 tefore the
subsequent steps. There ae many reasons for performing
size normadlizaion. First, for classficaion puposes,
between faces and nonfaces, it is important to namalize
size becaise mmparisons between fedures of the fegure
space ae acualy made.

Furthermore, the seach for a minimum size for
fedure etradion is also very important in order to save
computational demand. In fad, becaise the proposed
approach rely on the discrete Fourier transform, it is also

important to have signals of suitable size, so that Fast
Fourier Transform (FFT) algorithms can be adopted.

Finaly, normalizing the image size provides a
homogenization for using the same parameter values
among the different imaging algorithms for al inpu
images. Size normadlizaion is a step commonly used in
many dfferent face detedion procedures, such as those
described by Sungand Poggo [2].

24  Deteding of horizontal edges

Although some previous works on face detedion and
recogntion have dready suggested the use of image elges
(like Moghaeddam and Pentland [6], and Kondo and Yan
[7]), the experiment reported in this work shows that very
good corred discrimination rates between faces and non
faces can be adieved using orly the horizontal edges of
faceimages.

The horizontal edges preserve mainly the information
of eyes, eyebrows, mouth and the region around the
nostrils. There ae two basic goproacdhes for exploring the
information asciated to haizontal edges: using an edge
emphasized image (e.g. differentiated); and wsing an edge
map (hence, a binary image), which can be obtained, for
instance, by thresholding a by seaching for locd
maxima of the edge enphasized image.
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Figure 3 Horizontal edge map.

The traditional methods for edge enhancement and
detedion include the gradient based and Lapladan based
techniques, such as Roberts, Sobel and the Lapladan-of-
Gausdan. In the eperiment reported in this paper, a
simple Sobel mask for deteding haizontal edges has been
used, providing very goodresults.

Figure 3 presents the edge map o figure 2 (b) using
Sobel. It is important to nde that the visua information
regarding the facestructure is preserved.



25 1D signal formation

The main idea behind the method poposed here is to
charaderize the ealge patterns formed from the alge
detedion step. An approach barowed from 2D shape
analysis techniques is based on extrading some 1D
signature from the pattern followed by a linea transform
of this sgnal, say the Fourier or the wavelet transform
(seeAntoine 4. al. for further detail s[8]).

There ae many dfferent ways of defining the signal,
such as Schall diagrams, shape matrices, the pattern image
itself and so on Because the experiment discussed in this
work assumes verticd and frontal faces, an invertible
representation d the edge map can be ohtained taking the
first column of the image, followed by the semnd, the
third, and so on

Let h(p, g) be the m X n edge map, with h(p, g) = 1 if
the pixel (p, g) is an edge point and O dherwise, where p
=01, ...,(ml)andqg =0, 1, ..., (n-1). Therefore, the
charaderizing signa is defined as:

9(p +ma) = h(p, q)

Clealy, g(i), i =0, 1, ..., (mn) is a discrete time
binary signal, or an impulse train. Figure 4 shows the
signal g(i) obtained from the edge map of Figure 3.
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Figure 4 1D signal (impulse train) representing the
edge map o figure 3.

26  Fourier descriptors

The problem that must be tadkled now is how to
charaderize signals g(i) obtained from the elge maps in
order to dscriminate faces from nonfaces. Clealy, a
simple point-to-point comparison between the signas
would na lead to goodresults for two very similar edge
maps could have very few impulses coinciding exadly at
the same time locations.

A preferable gproadh is to define and oldain the
Fourier descriptors of g(i) [4] and to use them as afeaure
vedor together with a statisticad pattern classfier. There
are many dfferent Fourier descriptors (FD’s) in the
literature, and they may differ a lot depending on the

problem in hand. In this work, we define the FD's of g(i)
as:

G(s) :Iogﬁig(i)eﬂ"mﬂ

where F is the set of all the FD's, Sis a subset of F. The
FD's are based onthe moduus of the complex coefficients
of the Fourier transform of g(i). Adopting the moduus
equips the FD's with the nice property of invariance with
resped to time shifting o g(i) (which ony affeds the
phase of the Fourier transform). The log function is
important because the wefficient amplitudes may vary a
lot, which could be aproblem when using them together
in feaure vedor comparisons by the statisticd clasdfier.
The log function attenuates such large mefficient
variations. Findly, it is important to nde that the FD's
defined above do nd include the O-th DC comporent,
which orly depends on the number of edge points in the
image, despite their spatial organizéion.
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2.7 Feature seledion

The @owve mentioned fedure extradion process produces
a large number of feaures (FD’s) that can be used for
classficaion. Neverthelessif we use alarge number of
FD's, the performance of the statisticd classfier will
deaease with resped to exeaution time and to recognition
rate. The exeaution time increases with the number of
feaures because of the measurement cost. The recognition
rate can deaeases becaise of redundant feaures and o
the fad that small number of feaures can aleviate the
course of dimensiondlity when the number of training
samples is limited. On the other hand, a reduction in the
number of feaures may lead to alossin the discrimination
power and thereby lower the acaracy of the recogntion
system. Jain, Duin and Mao’s paper [14] made agood
review abou these fads.

Once that red-time face detedion is aimed, it is
desirable to define afeaure spacethat can lead to good
clasdficaion rate with a simple and fast clasdfier.
Therefore, it is necessry to ke ou pattern
representation (Fourier space as snall as possble. In this
context, the problem ishow to seled the best FD’s st.

In order to investigate this question, we made some
tests with the first 30 FD’s obtained through ou
technique. Basicdly, given the desirable feaure set sized,
these tests are divided into 3 caegories, that will be
described in the next subsedions.



271 FirstdFD’'s

This is the most straightforward ways to seled feauresin
a Fourier spacefor image analysis. It is based onthe fad
that the most of the signals’ energy from red images are
concentrated on the low frequencies, so we can dscad
high frequencies, which are redundant for doing
clasdfication.

272 LargestdFD’s

This approach is often adoped in the ontext of
reqogrition wsing wavelets. It is based onthe ideathat the
most important coefficients of a linea transform are the
largest coefficients. Therefore, the FD’'s are dosen by
doing a threshold. In cese of wavelet reseach, an
analogous technique is known as wavel et shrinkage.

In ou case, we seleded these fedures by first
determining the mean vedor of all the samples of the face
classand taking the index of the d largest elements of this
vedor. Alternative voting schemes can be aloped if the
feaures are nat so hanogeneous for spedfic dasses.

2.7.3 Feature sdedion using search methods

Automatic fedure seledion is an ogtimizaion technique
that consists on, given a set of m fedures, seled a subset
of sized that leals to the maximization o some aiterion
function. In the cae of this work, we used the
performance of a dasdfier as criterion function, as
explained in sedion 3

There ae many dfferent feadure seledion methods.
A well know agorithm is the Branch and Bound (BB),
that is an opgimal method for monaonic fedure sets.
Neverthelessits computational cost is prohibitive for large
fedure sets: in the worst case, its time mplexity is
exporential onthe dimension d the feaure space

In 1997 Jain and Zongker pubished a review paper
with a taxonamy and a cmparative study abou the
fedure seledion methods [10]. According to them,
probably the most effedive feaure seledion techniques
was the sequential floating search methods (SF), proposed
by Pudil et al. in 1994[12].

Basicdly, in the cae of forward seach (SFFS, the
algorithm starts with a null feaure set and, for ead step,
the best fedure that satisfies me aiterion function is
included with the aurrent feaure set. The dgorithm also
verifies if the aiterion can be improved if some feaure is
excluded. Therefore, the SFFS proceads dynamicdly
increasing and deaeasing the number of feaures urtil the
desired d is readed. The badkward seach works
analogously, but it starts with the full feaure set. The time
complexity of these methodsislinea.

In 1999 Somol et al. proposed some improvements
on these dgorithms [13] and creaed the aaptive floating
seach methods (ASF). The difference between this new
approach and the previous is on the number of feaures
that can be inserted or excluded from the feaure set. The
new algorithms can determine dynamicdly this number,
while the eallier tests one fedure per step. The alvantage
of ASF is that its results are doser to the optimum
solution than the results of SF methods. However, for
large values of d, ASFisvery slow.

Both methods do nd have the restriction that the
feaure spacehasto be monaonic, like the BB method

For these reasons, we docse to do tests with
automatic fedure seledion agorithms based on SF and
ASF. Our tests comparing the performance of feadure
spaces generated by these four aforementioned methods
will be eplained in sedion 3 We omit further detail
abou the SF and ASF algorithms because of paper length
restrictions. The reader isreferred to [12 and 13.

2.8  Statistical classfier

A datisticd classfier together with the fedure vedor
formed by the FD's can be used in order to dscriminate
between face ad nonfaceimages. We implemented the
“minimum distance to the prototype” statisticd classfier
in which ore prototype per classis defined, where eab
prototype is the average of al training samples. The
advantage of this classfier is its computationally
efficiency (its time @mplexity is O(n), for n being the
number of fedures). This classfier is further described in
the Duda and Hart book[9].

Besides the simplicity of this classfier, it is possble
to rea a good corred classficaion performance This
fad isill ustrated in the next sedion.

3 Experimental results

We have used the “minimum distance to the prototype”
statisticd classfier to oltain ou results. The database
contains 219 faceimages and 219 norfaceimages, all of
them have resolution namalized to 128 x 128 jxels.

Our tests are summarized in the next tables. The
results considered the recognition rate on classfying faces
and nonfaces in percentages. We performed tests varying
the size of the desired feaure set d, and wsing the four
methods to determine the feaure set.

Let A be the leaning set of our classfier, T the test
set and U be the full set of the database. We did tests with
AnT=U and ahers tests with |[A] = 66,67% of |U| and [T|



=33,33% of [U| and AnT={} . The dements of the sets A
and T was chosen randamly.

In order to apply the fedure seledion (SF and ASF
methods), we used as criterion function the dassfication
rate of the statisticd classfier based onminimum distance
to the prototype. This criterion function perform the
clasdficaion onsets that AnT={} . Therefore, the SFand
ASF methods work to maximize the dasdficaion rate
using leaning and testing sets with nointersedion.

Table 1 shows the some of the obtained results for a
facedatabase |U| = 219 and nonfacedatabase |U| = 219,
Figure 5 resumes of the results of the minimum distance
to the prototype dassfier when tested in images that was
nat in the leaning set (AnT={} ) for al the values of d
tested.

4  Concluding remarks

We have proposed a new method to dscriminate face
from nonfaceimages using Fourier descriptors that show
very promising results.

The best results were obtained throughASF methods,
being superior to the traditiona methods to perform
clasdficaion wing Fourier coefficients. The most
traditional approach for seleding the FD’s coefficients is
by using the first d's and it presented the worst results
(except for d=15, in this case, the “largest d” isthe worst).

Ancther important fad is that, for al tested methods,
the best results was obtained for d<20. This result
confirms that increasing the number of feaures does nat
guarantee that the performance of the dasdfier aso
increases.

The main dfference between the performance of the
SFand ASFwas 4,3478%, for d=13 and d=15. But in the
worst case (concening exeadtion time), SF spent 2
seoonds do read the best subset (for d=25), while, in the
same @mputer, ASF spent 4 hous, 22 minutes and 10
semnds (for d=15). These fads ow that if the priority is
to oltain fast results on the feaure seledion, it is better to
chocse the SF dgorithms. It is important to seethat even
if SFisnat the best feaure seledion algorithm, its results
are better than the results of “First d” and “Largest d”, for
all ceses.

An important fad is that 30 is the total number of
feaures available and, for this reason, all the methods
leads to the same result when d=30.

It isimportant to emphasize threefads abou the face
database:

« these tests were dore using hand cropped face
images, withou predse registration;

e thefaceswere not exadly upright;

» the onsidered database is composed by several
facedatabases obtained with dff erent equipment
and undy different ill umination conditions.

Table 1 Classficaion rate tables (%).

d=3 AnT=U AnT={}
First d 66,1836 71,0145
Largest d 66,1836 71,0145
SF 69,5652 75,3623
ASF 69,5652 75,3623
d=9 AnT=U ANT={}
First d 74,8792 739130
Largestd 74,8792 739130
SF 78,7440 76,8116
ASF 81,1594 78,2609
d=15 AnT=U AnT={}
First d 79,2271 59,4203
Largestd 79,7101 57,9710
SF 85,5072 75,3623
ASF 86,4734 79,7101
D=21 AnT=U AnT={}
First d 82,6087 50,7246
Largestd 81,6425 49,2754
SF 85,5072 753623
ASF 85,5072 75,3623
d=27 AnT=U ANT={}
First d 85,5072 56,5217
Largestd 84,5411 55,0725
SF 84,5411 652174
ASF 84,0580 66,6667

As expeded, these database dharaderistics are very
prejudicial to the dasdfier's performance Nevertheless
they show the robustness of our system with natural
condtionsfor facedetedion.
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Figure 5 Results of the dassfier for AnT={} .

The best result obtained was the recogntion rate of
86,473%% (d=15 and AnT=U with ASF), which is a very
promising result. Nevertheless the main contribution o
this work is the speed of the method For vedors with
only 3 dmensions, it is posshle to deted faces with an
acaragy of 74,3243% minimum distance to the prototype
clasdfier.

As a future work, we plan to apply other feaure
extradion methods, other criterion function for feaure
seledionandto perform these tests using aher clasdfiers.
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